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G.-Malle, Represent. Theory 17 (2013):

Extension to "twisted" involution module and non-split groups.
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Problem: We need to know partition of $\mathcal{I}$ into left cells, but $E_{8}$ is too big to compute systematically Kazhdan-Lusztig polynomials $P_{y, w}$.
Main tool (both for handling $B_{n}, D_{n}$ and $E_{8}$ ): Lusztig's theory of "Leading coefficients of character values of Hecke algebras" (1987).
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Let $C \in \mathrm{Cl}(\mathcal{I})$. Let $\mathcal{F}$ be a 2 -sided cell and $E_{0} \in \operatorname{lrr}(W)$ be the unique "special" representation corresponding to $\mathcal{F}$. Then

$$
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and this is the key to proving Kottwitz' conjecture for classical type. (Global identity $|\mathcal{I} \cap \Gamma| \operatorname{dim} E_{0}=|\mathcal{I} \cap \mathcal{F}|$ due to Lusztig, 1985.)
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If $I(w)=m$, "only" need to know all $f_{y}, c$ where $I(y)=m-1, m-2$.
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Worst case in $E_{8}$ : 18210722 elements of length 60.
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A priori $\approx 112 \times 2 \times 18000000 \approx 4 \times 10^{9}$ polynomials required.

## Recursive computation of the polynomials $f_{w, c}$ (induction on $I(w)$ ).

Given $w \in W$, compute the "cyclic shift orbit"

$$
\operatorname{Cyc}(w)=\{y \in W \mid w \rightarrow y \text { and } I(w)=I(y)\} .
$$

(1) For some $y \in \operatorname{Cyc}(w)$ and $s \in S$ we have $I($ sys $)<I(y)$. Then

$$
f_{w, c}=f_{y, c}=f_{s y s, c}+\left(v-v^{-1}\right) f_{s y, c} \quad \text { for all } C \in \mathrm{Cl}(W) .
$$

Note: $I($ sy $)=I(w)-1$ and $I($ sys $)=I(w)-2$. Apply induction.
(2) $w \in C_{\text {min }}^{\prime}$ for some $C^{\prime} \in \mathrm{Cl}(W)$. Identify $C^{\prime}$; then $f_{w, c}=\delta_{C, c^{\prime}}$.

If $I(w)=m$, "only" need to know all $f_{y}, c$ where $I(y)=m-1, m-2$.
Worst case in $E_{8}$ : 18210722 elements of length 60 .
A priori $\approx 112 \times 2 \times 18000000 \approx 4 \times 10^{9}$ polynomials required. Use: $f_{w, c}=f_{w^{\prime}, c}$ if $w^{\prime} \in \operatorname{Cyc}(w)$. Gain factor $\approx 100$.
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